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Abstract

This paper aims to provide a discussion of how model-based approaches and related tools have been used to address important issues for obtaining usable interactive software and the new challenges for this research area. The paper provides an analysis of the logical descriptions that can be used in the design of interactive systems and how they can be manipulated in order to obtain useful results. This type of approach has recently raised further interest in the ubiquitous computing field for supporting the design of multi-device interfaces. The new challenges currently considered are mainly in the area of end-user development, ambient intelligence, and multimodal interfaces.
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1. Introduction

Models can help in the design and evaluation of interactive applications even if such approaches have sometimes been criticised by researchers who have considered them too theoretical and a sort of useless complication. However, if we think of what we do in our daily practice we can discover that we often use models. As soon as there is some complex entity to manage, people try to identify the main aspects that should be taken into account and their relations. For example, when we wake up in the morning we often think about the main activities to perform, thus creating a model of the new day. So, we build models to understand reality and to guide our interactions with it. Such models can be represented with different levels of formality. Tools are important in order to ease their development,
analysis and use in the design process. In the design of interactive systems the range of possible design choices is wide and has to consider many aspects. Model-based approaches can be helpful to manage such complexity.

The technological evolution underway has brought with it an ever increasing number of users with a greater availability of interaction platforms, working in the most varied environments. This tendency has raised further interest in model-based approaches. Even researchers in user interface tools who have often been sceptical regarding such approaches admit (Myers et al., 2000) that they can be useful for developers, vendors and users in order to reason about user interface design solutions, especially when multi-device applications are considered.

More generally, model-based approaches can provide useful support to address the challenges raised by pervasive computing. Models can provide a structured description of the relevant information, and then intelligent environments can render the associated elements taking into account the actual context of use. Pervasive usability means the ability of still supporting usability even when interactions can be performed under the ‘anytime–anyhow–anywhere’ paradigm. This means users are able to seamlessly access information and services regardless of the device they are using or their position, even when the system and/or the environment change dynamically.

The goal of this paper is to review work done so far in the area of model-based approaches and discuss the new challenges facing designers in this area. Particular attention is devoted to concepts, methods and tools that involve the use of task models in order to obtain usable interfaces. In the discussion, I use some results of my research work, as well as those achieved by other groups, to exemplify and explain the various approaches, though for the sake of brevity I cannot cite all of them. In the last fifteen years various model-based approaches have been proposed. An overview paper on model-based technologies was written in (Szekely, 1996). It is interesting to discuss how the field has evolved after some years and see how the challenges (task-centred interfaces, multi-platform support, interface tailoring, multi-modal interfaces) that were identified at that time have been addressed and what the new challenges are.

In the paper I first recall some basic concepts in this type of approach and some of the previous work in the area. Then, I focus on discussing current work in this area that centres on how model-based approaches can address the design of multi-device interfaces. The final part is dedicated to discussing some challenges for the coming years, such as their use for supporting ambient intelligence or the need for new evolutions in order to become an integral part of end user development.

1.1. Basic concepts

As often happens, the solution to a complex problem, such as the design of an interactive system, can be based on a small set of clear basic concepts. In order to address such issues it is important to consider the various viewpoints that it is possible to have on an interactive system. Such viewpoints differ for the abstraction levels (to what extent the details are considered) and the focus (whether the task or the user interface is considered). The model-based community has long discussed such possible viewpoints, see for example (Szekely, 1996; Paternò, 2003). Such abstraction levels are:
- **Task and object model**, at this level, the logical activities that need to be performed in order to reach the users’ goals are considered. Often they are represented hierarchically along with indications of the temporal relations among them and their associated attributes. The objects that have to be manipulated in order to perform tasks can be identified as well.

- **Abstract user interface**, in this case the focus shifts to the user interface supporting task performance. Only the logical structure is considered, in a modality-independent manner, thereby avoiding low-level details. Interaction objects are described in terms of their semantics through interactors (Paternò and Leonardi, 1994). Thus, it is possible to indicate, for example, that at a given point there is a need for a selection object without indicating whether the selection is performed graphically or vocally or through a gesture or some other modality.

- **Concrete user interface**, at this point each abstract interactor is replaced with a concrete interaction object that depends on the type of platform and media available and has a number of attributes that define more concretely how it should be perceived by the user.

- **Final user interface**, at this level the concrete interface is translated into an interface implemented by a specific software environment (e.g. XHTML, Java,…).

To better understand such abstraction levels we can consider an example of a task: making a hotel reservation. This task can be decomposed into selecting arrival and departure dates and other subtasks. At the abstract user interface level we need to identify the interaction objects needed to support such tasks. For example, for easily specifying arrival and departure days we need selection interaction objects. When we move on to the concrete user interface, we need to consider the specific interaction objects supported. So, in a desktop interface, selection can be supported by a graphical list object. This choice is more effective than others because the list supports a single selection from a potentially long list of elements. The final user interface is the result of these choices and others involving attributes such as the type and size of the font, the colours, and decoration images that, for example, can show the list in the form of a calendar.

Many transformations are possible among these four levels for each interaction platform considered: from higher level descriptions to more concrete ones or vice versa or between the same level of abstraction but for different type of platforms or even any combination of them. Consequently, a wide variety of situations can be addressed. More generally, the possibility of linking aspects related to user interface elements to more semantic aspects opens up the possibility of intelligent tools that can help in the design, evaluation and run-time execution.

Fig. 1 shows the models considered and how tools can exploit them in the development process. The context model provides declarative descriptions of environments, platforms, and users. There are tools that help in developing the models, others that aim to analyse their content and others that use them in order to generate the user interface. For this purpose these latter support set of design criteria and can implement transformations through different abstraction levels. Other possibilities are offered by tools that take the user interface implementation and reconstruct the corresponding models that can then be modified or analysed through the other tools.
1.2. Model-based approaches in interactive systems

The purpose of model-based design is to identify high-level models which allow designers to specify and analyse interactive software applications from a more semantic-oriented level rather than starting immediately to address the implementation level. This allows them to concentrate on more important aspects without being immediately confused by many implementation details and then to have tools which update the implementation in order to be consistent with high-level choices. Thus, by using models which capture semantically meaningful aspects, designers can more easily manage the increasing complexity of interactive applications and analyse them both during their development and when they have to be modified.

The first generation of model-based approaches used conceptual descriptions between the abstract and the concrete user interface levels. One of the first works in this area was the User Interface Development Environment (UIDE) (Foley and Sukaviriya, 1994) developed by Jim Foley’s group at the GVU Center of Georgia Tech. In this environment it was possible to specify the pre- and post-conditions related to each interaction object of the user interface. Pre-conditions have to be satisfied in order to make the interaction object reactive whereas post-conditions indicate modifications of the state of the user interface which have to be performed after a user interaction with...
the related object. Humanoid (Szekely et al., 1993) provided a declarative modelling language consisting of five independent parts: the application semantics, the presentation, the behaviour, the dialogue sequencing, and the action side effects. One of its purposes was to overcome one limitation of traditional tools for user interface development: lack of support for exploration of new design that requires undoing portions of the existing design and adding new code. The reason for this limitation was that such tools do not have a notion of what is specific to a design as this information is embedded in the code.

In the second generation of model-based approaches there was a general agreement that task models are important models in user interface design and the model-based proposals included some sort of task models. A task-driven approach was supported by Adept (Wilson et al., 1993). In their proposal they address the design of a task model, an abstract architectural model, and a related implementation. This was one of the first research prototypes aiming to use task models to support user interface development. However, the set of temporal operators among tasks considered and the rules for creating relationships within the levels considered have then been discussed and expanded in other methods and tools. Trident (Bodart et al., 1994) used an activity chaining graph to specify the information flow between the application domain functions and an entity-relationship diagram for the information modelling part of the functional requirements. The MOBI-D (model based interface designer) (Puerta and Eisenstein, 1999) approach is a model-based interface development environment for single-user interfaces that enables designers and developers to interactively create user interfaces by designing interface models. The environment integrates model-editing tools, task elicitation tools (Tam et al., 1998), an intelligent design assistant and interface building tools.

There are other types of models that can provide support for the design of an interactive application even if they have different main goals. On the one hand, in the computer science area, we can find more traditional object-oriented modelling techniques. The most successful has been the unified modelling language (UML) (Booch et al., 1999). They share similar purposes with task-oriented approaches. In both cases there is a description of both activities and objects. The main difference is in the focus and the notations used to represent the relevant concepts. Task-based approaches first identify activities and then the objects that they have to manipulate. Object-oriented methods follow an inverse process as they mainly focus on modelling the objects composing the system. Consequently, task-based approaches are more suitable to design user-oriented interactive applications because in this way the main focus is on effectively and efficiently supporting users’ activities (one of the most important basic usability principle is ‘focus on the user and their tasks’) whereas object-oriented techniques have been more successful at engineering the software implementation level.

On the other hand, in the cognitive science field, various types of cognitive models have been proposed in the literature. In cognitive architectures there is an integrated description of how human-cognitive mechanisms interact with each other. This makes their simulation by automatic tools possible. Examples of cognitive architectures are ICS (interacting cognitive subsystems) (Barnard and May, 1995) or EPIC (Kieras, 1996).
2. Task modelling

Of the relevant models in the human–computer interaction field, task models play an important role because they represent the logical activities that should support users in reaching their goals. Knowing the tasks necessary to goal attainment is fundamental to the design process. The need for modelling is most acutely felt when the design aims to support system implementation as well. If we gave developers only informal representations (such as scenarios or paper mock-ups), they would have to make many design decisions on their own, likely without the necessary background, to obtain a complete interactive system. Task models represent the intersection between user interface design and more systematic approaches by providing designers with a means of representing and manipulating an abstraction of activities that should be performed to reach user goals.

It is important to distinguish between the task analysis and the task modelling phases. The purpose of task analysis is to identify what the relevant tasks are. This understanding not only requires a strong end user involvement but must also take into account how activities are performed currently. The task modelling phase occurs after the task analysis phase. The purpose of task modelling is to build a model which describes precisely the relationships among the various tasks identified. These relationships can be of various types, such as temporal and semantic relationships.

In order to be meaningful, even the task model of a new application should be developed through an interdisciplinary collaborative effort involving the various relevant viewpoints. By drawing on the various fields of competence we can obtain user interfaces that can effectively support the desired activities. This means that the user task model (how users think that the activities should be performed) shows a close correspondence to the system task model (how the application assumes that activities are performed).

There are many reasons for developing task models. In some cases the task model of an existing system is created in order to better understand the underlying design and analyse its potential limitations and how to overcome them. In other cases designers create the task model of a new application yet to be developed. In this case, the purpose is to indicate how activities should be performed in order to obtain a new, usable system that is supported by some new technology.

Task models can be represented at various abstraction levels. When designers want to specify only requirements regarding how activities should be performed, they consider only the main high-level tasks. On the other hand, when designers aim to provide precise design indications then the activities are represented at a small granularity, thus including aspects related to the dialogue model of a user interface (which defines how system and user actions can be sequenced).

The subject of a task model can be either an entire application or one of its parts. The application can be either a complete, running interactive system or a prototype under development. The larger the set of functionalities considered, the more difficult the modelling work. Tools such as CTTE (Mori et al., 2002) (publicly available at http://giove.isti.cnr.it/ctte.html) open up the possibility of modelling entire applications, but in the majority of cases what designers wish to do is to model some sub-sets in order to analyse them, and to identify potential design options and better solutions.
Task models can be used for many types of applications: there are applications that are clearly goal-oriented and so the tasks are clearly structured, other applications support a wide range of options open at any time, with the continuous possibility for the users to freely decide what to do and how to do it, in this case the task model should not be particularly structured in order to allow such possibilities.

2.1. Discussion of task modelling approaches

It can be useful to consider some of the most common criticisms of task modelling approaches in order to better understand their possibilities. Some of the most common issues (in italics) are cited and discussed in the following.

The benefits of adopting task modelling do not justify the extra time required by their development.

Designers have to think about the tasks to support and how the interface should actually support them. In some cases this is just a mental exercise, in other cases it is explicitly expressed through a notation for task modelling. The choice heavily depends on the size of the project and the application domain. It is clear that if a designer has to develop a small Web site, then the modelling is mainly a mental exercise and there is no particular need to express it through a notation and a tool. Vice versa, if the goal is to develop a large application with many people involved or the application design has to be periodically revised or the application domain is a safety-critical system, then there is a strong need for clarifying the design choices and documenting them through explicit task modelling. One obstacle to the explicit adoption of task modelling has been the lack of environments that facilitate this process. Task modelling is a useful exercise because it can stimulate discussion of design solutions among the different people involved (designers, developers, managers, end users and so on). Moreover, task models provide semantic information that can be useful for obtaining more effective context-dependent interfaces than other approaches.

Task models are not applicable to creative tasks. They best support functionality where the user wants to achieve a certain goal through tasks whose relations can be modelled. Activities that do not directly ‘lead anywhere’ may be hard to describe.

Task models allow designers to describe activities required to reach users’ goals. The structure of the model should reflect the structure of the activities that designers want to enable. There are applications that are clearly goal-oriented and so the tasks are structured in-depth, there are other applications where people prefer to have a wide range of options at anytime and freely decide what to do and how to do it; in this case the task model should not be structured at all in order to allow for such possibilities.

If the task hierarchy is implemented directly to the interface then every branch of this hierarchy is a mode.

Hierarchical task models do not imply modes. The modes are generated by some type of temporal operators among tasks. So, for example, if tasks are concurrent, then there is no mode at all even with hierarchical tasks. A high level task is decomposed into a number of lower level ones that represent different options or different tasks at the same level that have to be performed to accomplish the higher level task. When there are multiple
hierarchies, then the temporal operators are used to describe their mutual relations. Some temporal operators can lead to modal dialogues, others to completely free and unstructured behaviours.

Some designers prefer noun–verb style interaction over verb–noun style interaction. Task-based approaches lead to verb–noun style interfaces.

The distinction between noun–verb styles versus verb–noun styles implies two different ways to accomplish tasks. In one case users first select a user interface object and then indicate what to do with it, in the other case users first select the activity that they aim to perform and then indicate what object it has to be applied to. So, task models can be applied equally to both interaction paradigms.

2.2. How task models can be represented

Many proposals have been put forward to represent task models. Hierarchical task analysis (Annett and Duncan, 1967) has a long history and is still cited and practiced, even more often than some more recent approaches. The concept of hierarchical decomposition of the activities to describe has shown to be successful because it allows designers to consider the various possible abstraction levels while still maintaining a clear indication of the relationships among them. Such hierarchical structure can be organised and presented in different ways (see Fig. 1): GTA (van Welie et al., 1998) expands it from left to right whereas the others expand it from top to down. Some of them allow only one temporal operator among the subtasks whereas others allow the possibility of using various operators among different subtasks. ConcurTaskTrees (CTT) (Paterno`, 1999) also uses icons to visually present how the task performance is allocated. Some notations associate each node in the hierarchical structure with a task whereas others associate the node with a temporal operators and the leaves are associated with tasks (Violante 2001).

Fig. 2. Graphical notations for task modelling.
More generally, notations for task models can vary according to various dimensions (Fig. 2).

- **syntax (textual vs graphical)**, there are notations that are mainly textual, such as UAN where there is a textual composition of tasks enhanced with tables associated with the basic tasks. GOMS (John and Kieras, 1996) is mainly textual. ConcurTaskTrees and GTA, are mainly graphical representations aimed at better highlighting the hierarchical structure.
- **set of operators for task composition**, this is a point where there are substantial differences among the proposed notations. While GOMS supports only sequential tasks (with the exception of CPM-GOMS that also supports parallel tasks through the use of PERT-charts), UAN (Hartson and Gray, 1992) and CTT provide a much wider set of temporal relationships. This allows designers to describe more flexible ways to perform tasks.
- **level of formality**, the definition of a notation can be made in various manners. A formal definition can require time and be difficult to analyse; its advantage is that it provides precise meaning to its elements and how they can be composed. In some cases notations have been proposed aiming to provide a more intuitive representation of the concepts considered, in other cases more formal definitions have been proposed.

2.3. *How tools can support the development of task models*

Often it is difficult to create a model from scratch. To overcome this problem various approaches have been explored. CRITIQUE (Hudson et al., 1999) is a tool that aims to create KLM/GOMS models from the analysis of logs of user interactions with graphical interfaces implemented with a research tool. The model is created following two types of rules: the interaction operators are identified according to the type of event, and new mental operators are inserted when users begin working with a new object or when they change the input to the current object (for example, switching from clicking to typing in a text box). In this approach the limitation is that the task model only reflects the past use of the system and not other potential uses. These rules for building KLM/GOMS models including mental operators have then been used in another tool (John et al., 2004) that uses logs of interactions with Web pages. The authors reported that this approach was tested with two users (one was an author) and the models obtained were more accurate than those obtained by previously published approaches.

U-Tel (Tam et al., 1998) analyses textual descriptions of the activities to support and then automatically associates tasks with verbs and objects with nouns. CTTE provides the possibility of loading an informal textual description of a scenario or a use case and interactively selecting the information of interest for the modelling work. In this way, the designer can first identify tasks, then create a logical hierarchical structure and finally complete the task model.

The developers of ISODE (Paris et al., 2001) have considered the success of UML and provide some support to import use cases created by Rational Rose in their tool for task
modelling. This environment also includes TAMOT a tool for modelling tasks specified with the DIANE+ notation.

2.4. Task models analysis

The structure and the information of a task model can contain useful information for designers. Their analysis can be supported by tools in various manners, such as metrics evaluation and interactive simulation. CTTE supports the identification of a number of metrics for the analysis of a task model. This can be useful when designers want to compare how people work in the current system and how they could work in a new envisioned system or are interested in comparing the implications at task level of two alternative designs. The comparison is performed in terms of number of tasks, number of basic tasks (the tasks that are no longer decomposed), allocation of tasks, number of instances of temporal operators, structure of the task models (number of levels, maximum number of sibling tasks). This information can also be given for single task models in order to analyse them. By comparing this type of information it is possible to deduce some general feature of a solution with respect to another one. For example, a higher number of application tasks and a lower number of user tasks imply that there is a strong shift towards allocating task performance to the system, or a higher number of sequential operators implies that the solution supports a higher number of modes in its dialogues with the user. In Euterpe designers can specify constraints and heuristics. Constraints apply to every specification and should ideally have zero results. Heuristics can be used to analyse a specification, to find inconsistencies or problems. In this context, examples of heuristics that can be queried on the specification are: what tasks involve a certain role, what tasks occur more than a certain number of times, what tasks have more than a certain number of subtasks, what tasks have more than a certain number of levels.

A simulator for task models can be useful to better analyse the dynamic behaviour of task models, including those for cooperative applications. This feature is particularly meaningful when the notation used to represent the model allows the specification of many temporal relationships among tasks in addition to sequential tasks (such as disabling tasks, concurrent tasks, suspending tasks, and so on). This is a support that only a few tools provide (see for example VTMB (Biere et al., 1999) and CTTE). Also in the case of tools for UML this is a feature usually missing. When analysing an existent application or designing a new one it can be rather difficult for the designer to understand the dynamic behaviour resulting from the temporal relationships specified in the task model. The reason is that, especially for real applications, the number of ways in which the application can evolve is high and it is difficult to mentally remember the various temporal constraints among tasks and their possible effects. It becomes important to support a what-if analysis aiming at identifying what tasks are logically enabled if one specific task is performed. In interactive simulators the basic idea is that at any time they show the list of enabled tasks, according to the constraints specified in the task model. At any time, it is possible to go back through the performance of the tasks which means that the effect of the performance of the last task are undone and the list of enabled tasks becomes the same as that previous to the performance of the last task. At this point, the user can choose to go further backward in the task sequence or forward, either through the same path or a different one.
In summary, various solutions are possible for analysis tools based on task modelling. CTTE represents a useful contribution to understanding the possibilities in terms of the analyses that can be performed. We have seen that CTTE is also able to compare two models with respect to a set of metrics. Euterpe also supports the calculation of some metrics to analyse a specification, and help find inconsistencies or problems. The ability to predict task performance is usually supported by tools for GOMS such as QDGOMS (Beard et al., 1996). Overall, one important feature is the possibility of interactively simulating the task model’s dynamic behaviour.

3. Current issues in model-based approaches

Recent years have seen the ever-increasing introduction of new types of interactive devices. A wide variety of new interactive platforms are offered on the mass market. A platform is a class of devices that share the same characteristics, especially in terms of interaction resources. They range from small devices such as interactive watches to very large flat displays. Examples of platforms are the desktop, the PDA, the mobile phone. The availability of such platforms has forced designers to strive to make applications run on a wide spectrum of platforms in order to enable users to seamlessly access information and services regardless of the device they are using and even when the system or the environment changes dynamically. If, on the one hand, this resulted in a dramatic improvement for the activities of users, on the other hand it has radically changed the nature of many interactive applications, converting them to nomadic applications, namely applications supporting user access in various contexts through different interactive devices. Thus, in order to guarantee a high level of user satisfaction it is necessary that the applications should be able to adapt their user interfaces to the different context of uses, in particular to the different devices used to access their functionality. This gives rise to the fundamental issue of how to assist software designers and developers in the development of interactive software systems able to adapt to different targets while preserving usability.

Currently the main issue addressed in model-based design is how to support design of multi-device interfaces. The tools addressing it can be considered the third generation of model-based tools. In this area we can identify three main topics: authoring environments that support editing of models and then transformations into the corresponding multi-device user interface implementations, tools that support reverse engineering of user interfaces in order to obtain the corresponding models, and XML languages for the various models that ease the manipulation through, even different, tools.

3.1. Authoring environments for model-based design

MOBI-D is a particularly comprehensive tool because it provides a set of model editors (task, domain, presentation, user, and dialog) to create relations between abstract and concrete elements, and a layout tool that can be reconfigured to reflect the decisions made at previous stages in the design process. Designers can then specify various parameters to define how the information in the models can be used to design the user interface. This enables designers to tailor general design criteria to the specific application. It supports
the development of desktop graphical interfaces and it was one of the best tools of the second generation.

As mentioned before, the main issue underlying the third generation of model-based tools is the design of multi-device interfaces. In current practise the design of multi-platform applications is often obtained through the development of several versions of the same applications, one for each platform considered. Then, such versions can at most exchange data. This solution with no tool support is rather limited, because it implies high implementation and maintenance costs. Thus, there is a need for authoring environments able to support the development of multi-device interfaces by providing design suggestions taking into account the specific features of the devices at hand.

LiquidUI is an authoring environment whose main goal is to reduce the time to develop user interfaces for multiple devices. It is based on the user interface markup language (UIML), a declarative language that then can be transformed in Java, HTML, and WML through specific rendering software. A UIML program, with its generic vocabulary, is specific to a family of devices (such as the desktop family, the PDA family, the WAP family). There is a transformation algorithm for each family of devices. For example, using a generic vocabulary for desktop applications, the developer can write a program in UIML once and have it rendered for Java or HTML. TERESA (Mori et al., 2004) is intended to provide a complete semi-automatic environment supporting a number of transformations useful for designers to build and analyse their design at different abstraction levels, including the task level, and consequently generate the concrete user interface for a specific type of platform. Currently, the tool supports user interface implementations in XHTML, XHTML mobile device, and VoiceXML (Berti and Paternò, 2003) and a version for multimodal user interfaces in X+V is under development. The tool is able to support different level of automations ranging from completely automatic solutions to highly interactive solutions where designers can tailor or even radically change the solutions proposed by the tool. The last version of the tool supports different entry-points, so designers can start with a high-level task models but they can also start with the abstract user interface level in cases where only a part of the related design process needs to be supported. With the TERESA tool, at each abstraction level the designer is in the position of modifying the representations while the tool keeps maintaining forward and backward the relationships with the other levels thanks to a number of automatic features that have been implemented (e.g. the possibility of links between abstract interaction objects and the corresponding tasks in the task model so that designers can immediately identify their relations). This is useful for designers to maintain a unique overall picture of the system, with an increased consistence among the user interfaces generated for the different devices and consequent improved usability for end-users.

An evaluation was conducted at the Motorola Italy software development centre (Chesta et al., 2003) with an early version of the TERESA tool. The experiment consisted in developing a prototype version of an e-Agenda application running on both desktop and mobile phone. Results showed similar total times for the traditional and TERESA approaches, with different distributions over the development phases and between time required by the first and the final version. The TERESA-supported method offers a good support to fast prototyping, producing a first version of the interface in a significantly
shorter time. On the other side the time required to modify it results increased. The use of the tool almost doubled required time at re-design stage, while at development stage the results show a dramatically improved prototyping performance, reducing needed time to half. This leaves a margin for further improvement, since the design time required by TERESA approach is expected to decrease as the subjects become more familiar with model-based techniques and notations. Moreover the reported slight total time increase of using TERESA with respect to using traditional approaches (on average, it was half an hour) is acceptable since it involves a trade-off with design overall quality: many subjects appreciated the benefits of a formal process supporting the individuation of the most suitable interaction techniques. For example, designers reported satisfaction about how the tool supported the realization of a coherent page layout and identification of links between pages. The evaluators noticed and appreciated the improved structure of the presentations and more consistent look of the pages resulting from the model-based approach. This is also coupled with an increased consistence between the desktop and the mobile version, pointed out by almost all the evaluators. After this evaluation a number of features in TERESA have been improved so that future evaluation should provide even better results.

3.2. Reverse engineering

Various approaches can be considered when designers want to start with an existing system and obtain a conceptual description of its design in order to analyse it or derive the user interface for another platform.

Vaquita (Bouillon et al., 2002) addresses Web applications and aims at identifying presentation models for single pages, which mainly means the abstract description of the interaction techniques used in the implementation. Vaquita reverse engineers any HTML page into a presentation model expressed in XIML (Puerta and Eisenstein, 2002). The Web page is firstly cleaned in order to remove unused tags and obtain a standard XML code format. Vaquita extracts the DOM model, detects objects included in this DOM model (e.g. images, banners, controls, text), structures them into relevant categories, translates them into different levels of abstractions (Abstract Interaction Objects, Logical Windows, and Presentation Units). According to the designer’s options (e.g. object inclusion or exclusion, questions, information selection), Vaquita outputs a presentation model specified in XIML. This step completes the reverse engineering part. The logical description obtained can serve as input to generate user interface code for a different target computing platform. To this end, a number of transformations can be provided depending on target platforms. These transformations are motivated by two different aims: either the reduction of the size of the original UI, as the main objective of reengineering Web pages is to render them on mobile platforms, or to replace an object by another, because the current object does not exist on the target platform. The authors of the Vaquita tool have decided to develop a new version. The new tool (ReversiXML) produces a presentation model in USIXML (Limbourg et al., 2004). In addition, the new tool should support on-the-fly reengineering. Instead of a static, off-line approach, reverse engineering of HTML pages may be done dynamically at the server level.

Another tool for reverse engineering is WebRevenge (Paganelli and Paternò, 2003). The purpose of this tool is to automatically reconstruct the task model of the Web
application considered. The tool (see Fig. 3) receives as input the Web pages of the site. The site can be either in the local system or remote. The tool is able to automatically identify the pages composing it. At the beginning the user is required to indicate which page is the home page of the site to analyse. It first checks that the HTML code is well-formed and, if not, it corrects it and then creates the corresponding DOM which describes the structure of the page (all the elements contained in it). Then, following a set of rules it creates the task model associated with each page represented through the ConcurTask-Trees notation. The final part of the underlying algorithm is dedicated to identifying higher-level tasks that involve multiple pages. Thus, the resulting model is also able to describe how the current design assumes that activities should be performed even when they require interactions through multiple pages of the site. The resulting task model can be saved either in XML format or in a format that can still be subjected to modifications or adjustments by the designer using tools publicly available for this purpose.

One limitation of such tools that should be solved in the near future is the lack of support for the reverse engineering of Web sites implemented using dynamic pages.

More generally, as Fig. 4, shows various approaches can be considered when designers want to start with an existing system and derive the user interface for another platform. Transcoding mainly operates on the syntactical level and it is unable to change the design choices. A real redesign can be obtained only if the supporting environment is able
to understand the logical aspects associated with the current user interface elements. The more the environment is able to go up in terms of corresponding abstraction levels, the more substantial the design choices that can be performed taking into account the characteristics of the new target device. This means that if the run-time environment is able to identify the concrete object associated with the current user interface element then it is possible to represent that specific object in a way tailored for the new device whereas if it is able to identify the corresponding abstract object then the environment can change the choice of the interaction technique to use for implementing it depending on the characteristics of the new device. However, if the environment is also able to understand the corresponding task then it can reason at this level as well and make a wider set of decisions: the task at hand can still be performed but with different modalities (different user interface elements or domain elements or even a different task structure with different subtasks associated with the same main task) or it can decide that in the new context of use the original task has no longer importance and new tasks should be enabled and supported. It is difficult to perform completely automatically this level of reasoning.

3.3. XML-based languages for model-based design of multi-device interfaces

XML-based languages can be useful for representing the relevant concepts and ease their automatic manipulation. They can be structured through a set of simple and clean constructs. This type of approach supports the possibility of extending the language. Various tools are available to support manipulation of XML-based languages. In addition, they ease the exchange of information among different tools. For example, this approach allows designers to develop a model with one tool, analyse its content with another one and generate final interfaces with still another one if such tools share the support for the same XML language. Examples of projects that have addressed these issues are: The user interface markup language (UIML) (http://www.uiml.org/) (Abrams et al., 1994) is an XML-compliant language that allows a declarative description of a user interface in a device-independent manner. This has been developed mainly by Harmonia and Virginia Tech. However, their tools do not support the task level. How to connect task models in CTT with UIML is currently under investigation (Ali et al., 2003).

The eXtensible Interface Markup Language (XIML) (http://www.ximl.org/) (Puerta and Eisenstein, 2002) is a XML specification language for multiple models. This has been
developed by a forum headed by RedWhale software. Tool support is not currently publicly available. The XIML goals are: support to interface design, manipulation, organization, and evaluation; possibility of relating abstract interfaces concepts to concrete implementation objects; possibility of exploiting the information in XIML specifications through knowledge-based systems. XIML separates the user interface specification and its rendering. A single specification can be rendered in different devices. In this process aspects such as screen dimensions, presence or absence of other information, user preferences and so on are taken into account. The XIML basic document structure describes the interface in terms of its components, their relations and attributes. Each component is composed of one or more elements. There are five fundamental types of components: tasks, domain elements, users, presentation components, dialogue components. XIML supports manipulation of concrete and abstract elements, clear separation between design and implementation, a knowledge that can be exploited at run-time, and independence of the operating system and development environment. However, the support to the manipulation of abstract elements is still quite limited. The authors of XIML explicitly state that the relations among UI models matter just as much as the models themselves, if not more. Some of the mappings between models are well-understood, for example using the domain model to select presentation elements, or using the task model to structure the dialogue model. XIML aims to leverage this understanding to provide support for user interface designers. The basic idea is to use task model, domain model, user model and style guidelines to generate automatically presentation and dialogue model. The goal of the SEESCOA project (software engineering for embedded systems using a component-oriented approach) [LC01] is to create a framework that will support run time migratable UIs that are independent of the target platform. The approach to the problem is component-based. In this component-based approach there are components that export XML descriptions that can be rendered by other components.

TERESA XML is composed of a set of XML-based languages. There is one language for the task level, one language for the abstract user interface level and one language for each platform considered at the concrete interface level. The task model is described by the CTT notation, which was the first language for task models specified by XML. The concrete interface languages share the same structure of the abstract interface language but add aspects which are specific to the platform associated. The main transformations supported in TERESA are performed in terms of the XML-based representations that are supported. From the XML specification of a CTT task model it is possible to obtain the set of tasks which are enabled over the same period of time according to the constraints indicated in the model (enabled task sets). Such sets, depending on the designer’s application of a number of heuristics supported by the tool, are grouped into a number of presentation sets and related transitions. Both the XML task model and Presentation Sets specifications are the input for the transformation generating the associated abstract user interface. The specification of the abstract user interface, in terms of both its static structure (the ‘presentation’ part) and dynamic behaviour (the ‘dialogue’ part), is saved for further analyses and transformations from abstract user interface to concrete interface for the specific interaction platform selected. A number of parameters related to
the customisation of the concrete user interface are made available to the designer. Through the last transformation the tool automatically generates the final user interface.

A recent proposal for an XML-based language for multi-device interfaces is USIXML (Limbourg et al., 2004). The language has been formally described as UML Class Diagrams. XML Schema are used instead of DTDs because they are more powerful and structured. The principle of separation of concerns is respected in USIXML because any model is self-contained and refers to other elements on demand. The task model is a full CTT model expanded with some task attributes, and with external reference to the context of use. The domain model is a full class diagram with classes, attributes, methods, and relationships (predefined and custom). It also encompasses a description of objects (i.e. instances of classes). The abstract interface level is largely expanded through Allen relationships and a systematic description in terms of actions and elements. The authors introduced a context model composed of a user model, a platform model, and an environment model. The platform model is a subset of CC/PP to preserve W3C compatibility.

4. New challenges for model-based tools

The increasing interest in model-based approaches stimulated by multi-device environments opens up further challenges in the coming years, in particular in the area of natural development, ambient intelligence, and multi-modal interfaces.

4.1. Natural development

One fundamental challenge for the coming years is to develop environments that allow people without particular background in programming to develop their own applications. The increasing interactive capabilities of new devices have created the potential to overcome the traditional separation between end users and software developers. Over the next few years we will be moving from easy-to-use (which has yet to be completely achieved) to easy-to-develop interactive software systems. Some studies report that by 2005 there will be 55 million end-users developers, compared to 2.75 million professional developed. End user development (EUD) is a set of methods, tools, and techniques that allow people, who are non-professional developers, at some point to create or modify a software artefact. There are at least some criteria that should be supported and pursued to extend model-based approaches to the point of obtaining natural development environments: integrated support of both familiar/informal and engineered/structured specifications and effective representations supporting the analysis and highlighting of the information of interest. In fact, at the beginning of the design process many things are vague, so it is hard to develop precise specifications from scratch, especially because a clear understanding of the user requirements is a non-trivial activity. The main issue of end-user development is how to exploit personal intuition, familiar metaphors and concepts to obtain/modify a software artefact. On the one hand, natural development implies that people should be able to work through familiar and immediately understandable representations that allow them to easily express relevant concepts,
and thereby create or modify applications. On the other hand, since a software artefact needs to be precisely specified in order to be implemented, there will still be the need for environments supporting transformations from intuitive and familiar representations into precise—but more difficult to develop—descriptions. The main motivation for model-based approaches to user interface design has been to support development through the use of meaningful abstractions to avoid dealing with low-level details. Despite such potential benefits, their adoption has mainly been limited to professional designers, so there is a need for solutions that are able to extend such approaches in order to achieve natural development by enabling end-users to develop or modify interactive applications still using conceptual models, but with continuous support that facilitates their development, analysis, and use, for example with the support of vocal and sketch-based interfaces.

4.2. Model-based design for multi-modal interfaces

Multi-modal interfaces are becoming more common because of various technological improvements. Most model-based approaches have only considered graphical interfaces. The few that have addressed different modalities have tackled them separately, so that the environment generates either graphical or vocal interfaces depending the designer’s choice. When the synergistic use of different modalities has been considered, usually this is obtained through either ad hoc developed systems or through methods that have no tool support for actually generating the multimodal interface. We need to bridge this gap with integrated tools able to provide more general and flexible solutions.

In (Faraday and Sutcliffe, 1997) a method for designing multi-modal interfaces based on task models was presented. The method starts with the development of a task model. For each task the required type of information is indicated. Then, the communication goals are associated with each task. All this information is useful for selecting the most suitable media first and then the specific user interface technique. Finally, a user validation is foreseen. The types of information can be: descriptive, spatial, operative actions, temporal, operative procedures. The communication goals are structured according to rhetorical categories: subject-informative (enable, result, cause, inform), subject-organizing (sequence, summary, condition), presentational (locate, foreground, background, emphasise). This method was applied for an application supporting ship captains to manage fire alarms. The main limitation is that no automatic tool supports it.

In model-based design of multi-modal interfaces many issues have to be addressed. The task performances can be influenced by the modality available: a set of input can require separate interactions through a graphical device, whereas such information can be provided through a single interaction by using a vocal interface. In addition, different modalities can be useful for different tasks. For example, the vocal channel is more suitable for simple or short messages, for signalling events, immediate actions, to avoid visual overloading and when users are on the move, whereas the visual channel is more useful for complex or long messages, for identifying spatial relations, when multiple actions have to be performed, in noisy environments or with stationary users.

When the goal is to obtain interfaces supporting multiple modalities (for example graphical and vocal interaction), the choice of the implementation techniques still has to consider other aspects of the platform. So, it will be different generating user interfaces
for a multi-modal desktop system or for a multi-modal PDA system because in one case the user is stationary and the graphic screen large, whereas in the other case the user can be on the move and the screen is small. Thus, the ways to provide input information or output or feedback on the input have to take into account the features of the available platform. The analysis of the space of the possible design choices and the identification of the most suitable one can be done through the CARE properties (Coutaz et al., 1995) that identify various ways to use multimodalities: complementarity (synergistic use), assignment (one specific modality is selected), redundancy (multiple modalities for the same purpose), and equivalence (there is a choice of one modality from a set of available ones).

4.3. Model-based support for ambient intelligence

Models are useful not only at design time, but also at run-time. For example, they have been used to obtain more meaningful help systems (Pangoli and Paternò, 1995). Collagen (Rich and Sidner, 1998) uses an explicit embedded task model to support the creation of task-aware collaborative agents. The agent interprets and guesses the user’s current intentions, and can determine efficient plans to achieve them. The issues related to design of multi-platform applications are not considered in this approach. In (Einsenstein et al., 2001) there is a discussion on how model-based approaches (in particular, using a platform, a presentation, and a task model) can be used to support multi-device applications. To this end, the authors consider a hypothetical software application to create annotated maps of geographical areas. However, the discussion in the paper seems more a logical discussion on how to approach the problem, rather than the presentation of a solution which is supported by some implementation, even a prototype.

PUC (Nichols et al., 2002) is an environment that supports the downloading of logical descriptions of devices and the automatic generation of the corresponding user interfaces. The logical description is performed through templates associated with design conventions, which are typical design solutions for domain-specific applications. The approach of the Aura project to the problem is to provide an infrastructure that configures itself automatically for the mobile user, ‘potentially using whichever computing capabilities are available or reachable from the current location’ (de Sousa and Garlan, 2002). When a user moves to a different platform, Aura attempts to reconfigure the computing infrastructure so that the user can continue working on tasks started elsewhere. An Aura environment is supposed to run in multiple places such as home, office, car, etc. The context observer of an Aura environment detects events of interest that occur in the physical location (e.g. user is entering, user is leaving, etc.) and informs the local environment manager as well as the local task manager of these facts. The local environment manager is in charge of modelling the computing and interaction resources locally available. The task manager, called Prism, checkpoints the state of the running suppliers (i.e. services needed to support users’ tasks) at a high level of abstraction. For example, for a text editing supplier, the task manager saves the file name as well as the current insertion point in the text of the source document. When the current local context observer detects that the user is leaving the Aura environment, it informs the local task manager, which checkpoints the local suppliers and causes the local environment manager to pause those services. When the user enters another Aura environment, the new local
context observer detects the fact and informs the new local task manager. In turn, the task manager reinstantiates the tasks that were suspended by finding and configuring services suppliers in the new Aura environment. So, for example, a user who was working at home using Word can carry on the task in the new environment, though possibly using a different text editor such as Emacs. In this approach, tasks are considered as a cohesive collection of applications. When a user refers to a particular task, the system automatically brings up all the applications and files associated with that task. This mechanism relieves the user from finding files and starting applications individually. Suppliers provide the abstract services that tasks are composed of. In practice, these abstract services are implemented by just wrapping existing applications and services to conform to Aura APIs. For instance, Emacs, Word and NotePad can each be wrapped to become a supplier of text editing services. Different suppliers for the same type of service will typically have different capabilities. However, the issue of how to adapt a certain interactive service to the current platform is not addressed in this research.

Another approach in this area is the Dygimes framework (Coninx et al., 2003) for developing multi-device Uis, which calls for developing a task specification enriched with the UI building blocks. This can be sufficient to generate prototype UIs useful in a user-centred design process. The time necessary to create these prototypes is short because many of the steps the designer had to do manually with traditional GUI building toolkits are now automated by the framework. For example, the transformation from the task specification to the resulting functional UIs built by the UI designer is done automatically. A micro-runtime environment offers support for rendering the created UIs independent of the chosen widget toolkit.

One important result that can be achieved through run-time transformations is user interface migration where the user interface is transferred from one device to another one at run-time, still maintaining the current state resulting from the previous user interactions. This can be very useful for users who can freely move and dynamically exploit the resources of new devices that they encounter during their movements. The migration takes into account the runtime state of the interactive application and the different features of the devices involved. Different types of runtime migration can be identified, along with different levels of complexity for each one of them:

- total, the user interface migrates entirely to a different device;
- partial, part of the user interface migrates to a different device;
- distributed, the user interface is reconfigured in such a way to support interaction through multiple devices.

The runtime migration engine exploits information regarding the interface’s runtime state and higher-level information on the platform-dependent interface versions. Runtime application data are used to achieve interaction continuity, while semantic information is considered to adapt the application’s appearance and behaviour to the specific device (Fig. 5).

An example of possible solutions to migration is presented in (Bandelloni and Paternò, 2004) where interfaces developed through a model-based approach are considered. The goal of this research is to support distributed migration. As it is represented in Fig. 4.
The idea is that the user is interacting with a PDA, then he gets in a new environment with new interactive resources. The migration service is able to detect those that are more suitable to support the possible tasks and is also able to determine how to split the interface across such devices. So, for example, it can decide to use vocal interaction for some parts and a large screen for other interaction technique. To this end, the state of the source interface is extracted and mapped into the two new interfaces that are activated adapting to their features.

Since the number of presentations and the tasks supported by the various platforms may be different, it is not possible to create a one-to-one correspondence between presentations for different platforms. One important issue is how to identify the presentation for the target platform corresponding to the one active on the platform requesting migration. The page to be visualized on the target device is identified using the following process: depending on the tasks to support, the tool identifies the most similar abstract presentation and then the corresponding page in the interface version for the target platform. Similarity is calculated in terms of supported tasks, the more similar the tasks supported by the two presentations (source and target) are, the more similar the presentations will be considered. Presentation similarity is the basic criterion to be considered, but under particular conditions it may not be enough. When the migrating presentation supports a task set that is associated with multiple presentations in the target version, each of which supports the same number of tasks supported by the original presentation, then a further criterion is used to decide which target presentation to activate. To this end, it is selected that supporting the task associated with the interaction object last modified, since the user is most likely to continue interaction from that point. Once the target presentation has been identified, it is necessary to calculate the state of the objects contained in the corresponding page. For this purpose, data referring to the runtime state of the interface will be associated to the corresponding tasks, then the corresponding interaction objects in

Fig. 5. Example of distributed interface.
the target presentation are identified and their state is adapted with the state information. This allows obtaining, for example, that if an element in a radio-button was selected in the source presentation and the same choice is supported through a list in the target presentation then the corresponding element in the list will be automatically selected. One limitation of this approach is that currently works only on TERESA-generated interfaces.

In general, in ambient intelligence the basic point is to allow users to freely move from one environment to another and still be able to seamlessly perform their tasks with the support of a wide variety of interactive devices. This can be achieved through ubiquity, awareness, intelligence, and natural interaction. Thus, a run-time environment based on the use of task models can open up a set of more flexible and powerful solutions than those currently provided. This presumes an ability to take into account how the context of use can change in terms of interaction resources and to dynamically redesign the interface in order to preserve usability when such changes occur.

5. Conclusions

The most common model-based approach in software engineering, UML, provides little support to the design of the interactive components of software artefacts. UML is actually a collection of languages, including collaboration diagrams, activity diagrams, as well as use case support. These languages are intended to cover all aspects of specifying a computational system. While they have been used for the interactive part as well, they have not been expressly designed to support it and they tend to ignore some specific aspects related to the user interaction. Specific model-based approaches have been developed to support user interface designers. A proposal to integrate these two approaches is in (Paterno, 2001). As various authors have pointed out, the increasing availability of new interaction platforms has raised new interest in this approach because model-based systems can help to identify the appropriate interaction techniques without having to deal with a plethora of low-levels details. Even recent W3C standards, such as XForms (Xforms, 2004), have introduced the use of abstractions similar to those considered in the model-based community to address new heterogeneous environments.

The need for context-dependent services has raised interest in exploiting task models at run-time as well in order to deploy more usable interfaces for the enabled tasks. While in the past task models have been considered for supporting users of desktop systems, for example through context-dependent help systems, nowadays the steadily increasing availability of new types of interactive devices, in particular mobile devices, opens up new possibilities for exploiting this approach.

This paper discusses model-based approaches, with particular attention to those based on task models, tool support for their development and analysis, XML-languages supporting their use for multi-device interfaces, and the new challenges for this area.

Despite increasing interest, only a limited number of approaches to addressing such challenges have reached a sufficient degree of maturity. This is probably because of the complexity of the issues involved, which require accounting for the many aspects involved with providing user interfaces able to adapt to different devices while preserving usability. In addition, such approaches should be integrated with the rest of the architecture to allow
convenient, efficient performance and scalability, especially considering the requirements of commercial service providers. However, model-based design is entering industrial practice, and the importance of usability in nomadic services calls for the design and development of intelligent infrastructures able to follow users and support them effectively. To this end, knowledge of user preferences and resource availability regarding task performance is important, as is a system that maintains some representation of user intent. This can be used to obtain intelligent environments where users can freely move about from one area to another and still be able to continue working on tasks started elsewhere, because the system has reconfigured the interface taking into account the resources available on the new devices, while at the same time maintaining its state.
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